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Abstract

Web content quality evaluation is crucial to various web content processing
applications. Bagging has a powerful classification capacity by combining
multiple classifiers. In this study, similar to Bagging, multiple pairwise bipar-
tite ranking learners are combined to solve the multipartite ranking problems
for web content quality evaluation. Both encoding and decoding mechanism-
s are used to combine bipartite rankers to form a multipartite ranker and,
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hence, the multipartite ranker is called MultiRank.ED. Both binary encod-
ing and ternary encoding extend each rank value to an L − 1 dimensional
vector for a ranking problem with L different rank values. Predefined weight-
ing and adaptive weighting decoding mechanisms are used to combine the
ranking results of bipartite rankers to obtain the final ranking results. In ad-
dition, some theoretical analyses of the encoding and the decoding strategies
in the MultiRank.ED algorithm are provided. Computational experiments
using the DC2010 datasets show that the combination of binary encoding
and predefined weighting decoding yields the best performance in all four
combinations. Furthermore, this combination performs better than the best
winning method of the DC2010 competition.

Keywords: Web Content Quality Evaluation, Multipartite Ranking,
Bipartite Ranking, Encoding Design, Decoding Design
JEL Codes: C61, C63, C81, C88

1. Introduction

Website content quality has become a major research topic. The theme
of the Discovery Challenge of the 2010 European Conference on Machine
Learning and Principles and Practice of Knowledge Discovery in Databases1

(DC2010) is to develop techniques to measure the quality of, or to rank, web-
sites. As the general descriptions of DC2010 says, “In this year’s Discovery
Challenge we try to explore various properties that may determine the over-
all rank, quality and importance of a website, with the task of developing
automatic methods that can be used to estimate web content quality.”

Research on web content quality assessment should focus on computation-
al models that can automatically predict the web content quality. However,
in the past, most data quality measures were developed on an ad hoc basis
to solve specific problems, and fundamental principles necessary for develop-
ing stable metrics in practice were insufficient [1]. Pipino et al. [1] describe
principles that can help organizations develop usable metrics measuring da-
ta quality. Herrera-Viedma et al. [2] use a fuzzy linguistic approach to
evaluate the quality of digital libraries. The evaluation method in Herrera-
Viedma and Peis [3] generates linguistic recommendations from linguistic

1http://www.ecmlpkdd2010.org/indexd7fa.html?md=articles.
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evaluation judgments provided by different recommenders on meaningful el-
ements of document type definitions. The method uses two quantifier guided
linguistic aggregation operators including the linguistic weighted averaging
operator and the linguistic ordered weighted averaging operator. PageRank
[4] is what Google uses to determine the importance of a web page and the
most important pages on the Internet are the pages with the most links
leading to them. Richardson [5] shows that using features that are indepen-
dent of the link structure of the web such as the data on the frequency at
which users visit web pages can significantly outperform PageRank. Most
features used by Richardson [5] are heuristic content attributes (e.g., page
and anchor text) from commercial service data. The popular features are
impracticable to get for most practical applications. Geng et al. [6] explore
the cross-language website ranking problem by extracting the multi-modal
language-independent features and mapping these features to the eigenspace.

Web spam can significantly deteriorate the quality of the search results of
the search engines. However, high quality is much more than just the iden-
tification of web spams. DC2010, for example, aims at more aspects of the
websites by developing site-level classification or ranking techniques for the
genre of the websites such as editorial, news, commercial, educational, deep
web or web spam and more, as well as their readability, authoritativeness,
trustworthiness and neutrality [7].

Each website is treated as an observation or an instance by the ranking
techniques. Traditionally three learning approaches are used to rank object-
s. In the simplest pointwise approach, each instance is assigned a ranking
score as the absolute quantity using classical regression or classification tech-
niques [8, 9]. In the pairwise approach, the order of each pair of instances is
treated as a binary variable and is learned by using a classification method
(e.g., RankSVM [10], RankNet [11] and SortNet [12]). RankBoost [13], for
example, maintains a number of weak ranking functions or weak rankers.
Each weak ranking function orders each pair of the instances. RankBoost
then combines the results of the weak ranking functions to obtain the final
ranking result. Finally, the most complex listwise approaches [14, 15] try to
directly optimize a ranking-specific evaluation metric, e.g., the normalized
discounted cumulative gain (NDCG) [16].

In DC2010, Geng et al. [17] estimate web quality with the weighted out-
put from bagging of C4.5 (Bagging + C4.5) [18], which can be regarded as the
combination of some pointwise ranking methods. Geng et al. [17] achieved
the best results among all submitted reports and won the competition at
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DC2010. However, the pairwise ranking models often perform better than
the pointwise methods but are simpler than the listwise methods.

Bagging [18] is a popular machine learning approach for statistical clas-
sification and regression. For classification, it ensembles many classifiers to
improve the stability of the algorithm and the accuracy of the classification
results. It also reduces variance and helps avoid overfitting. Furthermore,
the supervised methods have demonstrated their effectiveness in many clas-
sification and regression problems such as spam detection [19, 20, 21] and
anti-phishing [22]. Inspired by the idea of Bagging and the success of the
supervised methods, we investigate the combination of multiple bipartite
rankers to improve the performance of the ranking algorithm as a supervised
approach in the evaluation of web content quality. To achieve this objective,
we carefully design some encoding and decoding strategies to build multiple
bipartite rankers for the evaluation of web content quality. The effectiveness-
es of the encoding and the decoding strategies of the algorithm are analyzed
theoretically and experimentally.

In this study, we propose a new ranking algorithm, called the multipar-
tite ranking algorithm with encoding and decoding (MultiRank.ED) for the
web quality assessment by combining the results of multiple binary pairwise
ranking models2 with efficient ranking encoding and decoding mechanisms.
This approach divides a multipartite ranking problem into multiple bipartite
ranking problems. Specially, RankBoost, a bipartite ranking method, is used
as the base learner. The number of ratings in the ranking system is repre-
sented by L. In the encoding process, binary encoding and ternary encoding
are used to extend each rank value to a vector with L − 1 dimensions. In
the decoding process, predefined weighting and adaptive weighting decod-
ing mechanisms are used to combine the multiple ranking results of multiple
bipartite ranking models to obtain the final ranking result.

The dataset provided by DC2010 [7] is used to validate the developed
multipartite ranking algorithm. The task of DC2010 is to rank the webpages
in three different languages, i.e., English, French and Germany, according to
their quality. The experimental results show that MultiRank.ED achieves
better results than any other ranking methods. In particular, the combina-
tion of binary encoding and predefined weighting decoding yields the best
performance in all four combinations and overpasses the best results of Bag-

2The binary pairwise ranking models are also called the bipartite rankers.
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ging + C4.5 [18, 23] that won the DC2010 competition [17].
The reminder of this paper is organized as follows. Section 2 describes

the multipartite ranking problem and the RankBoost algorithm. Section 3
presents the encoding and decoding mechanisms for multipartite ranking.
Section 4 reports the experimental results. Section 5 concludes the paper
and outlines future works.

2. Multipartite Ranking

A multipartite ranking algorithm minimizes the expected empirical error
or maximizes the receiver operating characteristic curve (AUC) of the dataset
when the ranking functions are constructed. Some multipartite ranking al-
gorithms decompose a multipartite problem into multiple bipartite problems
and use pairwise ranking functions. Specially, RankBoost minimizes the ex-
ponential loss function that is the upper bound of the empirical error under
the framework of multipartite ranking.

2.1. The Multipartite Ranking Framework

The instance space is represented by X ⊂ RD, where D is the number of
features. For any pair of instances (xi,xj) such that xi ∈ X and xj ∈ X,
xi ≻ xj indicates that xi is preferred to xj; xi ≺ xj indicates that xj is
preferred to xi; while xi ≡ xj indicates that xi and xj are preferred equally.
The ranking algorithm should rank xi above xj if xi ≻ xj; should rank xj

above xi if xi ≺ xj; or should rank xi and xj equally if xi ≡ xj.
The dataset of a bipartite ranking problem from the instance space is

given by S = {S0, S1} such that S ⊂ X. Each x0
i ∈ S0 for 1 ≤ i ≤ |S0| has

a rating 0 and each x1
j ∈ S1 for 1 ≤ j ≤ |S1| has a rating 1. Each x1

j ∈ S1 is
preferred to each x0

i ∈ S0, i.e., x
0
i ≺ x1

j , and each x1
j ∈ S1 should be ranked

above each x0
i ∈ S0. The purpose of a bipartite ranking algorithm is to

develop a ranking function f : X → R. It is desirable to have f(x0
i ) < f(x1

j)
for all x0

i ∈ S0 and x1
j ∈ S1. For practical problems, however, it is impossible

to have f(x0
i ) < f(x1

j) for all x
0
i ∈ S0 and x1

j ∈ S1. A ranking error occurs
if f(x0

i ) ≥ f(x1
j) for any x0

i ∈ S0 and x1
j ∈ S1. The objective of the ranking

algorithm is to find a ranking function f so as to minimize the expected
empirical error represented by Rδ(f) as defined in (1) in the following

Rδ(f) =
1

|S0||S1|

|S0|∑
i=1

|S1|∑
j=1

δ(f(x0
i )− f(x1

j)), (1)
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where δ(·) is the unit step function such that δ(·) = 1 if the argument is
nonnegative and δ(·) = 0 otherwise. The AUC [24] is computed as 1−Rδ(f).
As the direct minimization of the expected empirical error (1) is computa-
tionally intractable, the ranking algorithm minimizes the loss function, i.e.,
the convex upper bound of Rδ(f) represented by Rϕ(f) as defined in the
following3

Rϕ(f) =
1

|S0||S1|

|S0|∑
i=1

|S1|∑
j=1

ϕ(f(x0
i )− f(x1

j)), (2)

where ϕ(·) can be any convex bounded function of the unit step function δ(·).
In a multipartite, more specifically an L-partite, ranking problem, the

dataset S ⊂ X is partitioned into L disjoint subsets {Sl} for 0 ≤ l ≤ L− 1,
where S = ∪L−1

l=0 Sl. The preference relation xl
i ≺ xk

j holds for any xl
i ∈ Sl

and xk
j ∈ Sk such that 0 ≤ l < k ≤ L − 1. The purpose of a multipartite

ranking algorithm is also to develop a ranking function f : X → R. It is
desirable to have f(xl

i) < f(xk
j ) for any pair xl

i and xk
j such that xl

i ∈ Sl

and xk
j ∈ Sk with 0 ≤ l < k ≤ L − 1. However, it is impossible to have

f(xl
i) < f(xk

j ) for all 0 ≤ l < k ≤ L − 1 for practical problems. An
ranking error occurs if f(xl

i) ≥ f(xk
j ) for any 0 ≤ l < k ≤ L − 1. The

ranking algorithm then determines a ranking function f so as to minimize
the expected empirical error also represented by Rδ(f). For the multipartite
ranking problem, Rδ(f) in (2) is extended to the C-index [25] as shown in
the following

Rδ(f) =
1

Z0

∑
0≤l<k≤L−1

|Sl|∑
i=1

|Sk|∑
j=1

δ(f(xl
i)− f(xk

j )), (3)

where Z0 is defined as

Z0 =
∑

0≤l<k≤L−1

|Sl||Sk|. (4)

Similarly, the loss function or the convex upper bound of Rδ(f) in (3) is
obtained by extending Rϕ(f) in (2) to the multipartite case as shown in the

3The expected empirical error also includes a regularization term in some ranking
algorithms such as RankSVM [10].
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following

Rϕ(f) =
1

Z0

∑
0≤l<k≤L−1

|Sl|∑
i=1

|Sk|∑
j=1

ϕ(f(xl
i)− f(xk

j )), (5)

where, like in (2), ϕ(·) can be any convex bounded function of the step
function δ(·) in (3).

2.2. The Evaluation Measure

NDCG is used to measure the quality of the ranking results. Different
definitions of NDCG have been provided and used in the literature such as
those in Järvelin and Kekäläinen [26], Valizadegan et al. [14] and Wang et
al. [16]. In this study, the NDCG specified by DC2010 is used to measure
the quality of the rankings. For an L-partite ranking problem, the set of the
ratings is represented by Q = {0, 1, · · · , L − 1} and the rating of a specific
observation i is represented by li ∈ Q. Given a specific set of the rankings,
denoted by ξ, for all observations in S, the discounted cumulative gain (DCG)
denoted by DCGξ is defined as

DCGξ =

|S|∑
i=1

li(|S| − i), (6)

where (|S| − i) is the discount function meaning that highly relevant docu-
ments appearing lower in a search result list should be penalized. An ideal
permutation π for the ratings of the observations in S is obtained by sorting
the ratings in a descending order. The DCG of the ideal permutation π is
denoted by DCGπ, hence, DCGξ ≤ DCGπ. The NDCG of the specific set
of ratings ξ for all observations in S denoted by NDCGξ is given by

NDCGξ =
1

DCGπ

DCGξ. (7)

As Chen et al. [27] pointed out, although most ranking methods learn
the ranking functions by minimizing loss functions, the performance measures
such as NDCG are used to evaluate and report the performance of the ranking
methods. Chen at al. [27] showed that the loss functions are upper bounds
of the empirical ranking errors as measured with performance measures, e.g.,
1−NDCG. As a result, the minimization of the loss functions is equivalent
to the maximization of the performance measures, e.g., the NDCG.
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2.3. RankBoost for Ranking

RankBoost [13] maintains a distribution Dt over X × X for 1 ≤ t ≤ T ,
where T is the number of weak rankers. The distribution specifies the weight
attached to each pair of instances in the input data. A pair of instances
(xl

i,x
k
j ) is crucial if l < k and the weight assigned to a crucial pair Dt(x

l
i,x

k
j )

is positive under the distribution Dt. The distribution Dt is passed to the
weak learners and the weak learners generate the weak ranking functions
or weak rankers. RankBoost then approximates the true rankings of the
instances by combining the ranking results of the T weak rankers. RankBoost
minimizes the convex upper bound of the expected empirical error, also called
the loss function, defined in the following

Rrb(f) =
1

Z0

∑
0≤l<k≤L−1

|Sl|∑
i=1

|Sk|∑
j=1

exp(f(xl
i)− f(xk

j )), (8)

where Z0 is defined in (4) and 1/Z0 may be regarded as a normalization
coefficient. Rrb(f) in (8) is a special form of Rϕ(f) in (5) with ϕ(x) = exp(x).
In the loss function (8), f(x) is the final ranking function that is a weighted
sum of the weak rankers as shown in the following

f(x) =
T∑
t=1

αtht(x). (9)

In this ranking function, ht(x) represents the t-th weak ranker and αt is the
weight of ht(x) for 1 ≤ t ≤ T .

A weak ranker ht(x) focuses on the binary rating producing a 0 or 1 that
gives the relative ordering of x rather than a specific ranking score. A weak
ranker has the following simple form

ht(x) =


1, if xd ≥ θt
0, if xd < θt
qt, if xd missing,

(10)

where xd is the value of the d -th component of x, θt is the threshold and qt
is the default value of the weak ranker.

With the convexity of eαx, it is easily verified that ((1 − ut)e
αt + (1 +

ut)e
−αt)/2 is the upper bound of Zt [13] in Algorithm 1 where

ut =
∑

0≤l<k≤L−1

|Sl|∑
i=1

|Sk|∑
j=1

Dt(x
l
i,x

k
j )(ht(x

k
j )− ht(x

l
i)). (11)
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The upper bound of Zt in each iteration is minimized when αt =
1
2
ln((1 +

ut)/(1− ut)), which yields Zt ≤
√

1− u2
t . In the training process, the weak

ranker scans all candidate threshold values and chooses the optimal values
for d, θt and qt to maximize |ut|. In the extreme case, the candidate threshold
values may be composed of all features from the dataset. Algorithm 1 shows
the framework of RankBoost4.

Algorithm 1 The RankBoost Algorithm

Input all pairs {(xl
i,x

k
j )|0 ≤ l < k ≤ L− 1, 1 ≤ i ≤ |Sl|, 1 ≤ j ≤ |Sk|}.

Initialize each D1(x
l
i,x

k
j ) = 1/Z0.

for t = 1, 2, · · · , T do
Train the weak learner ht(x) using the distribution Dt(x

l
i,x

k
j ).

Choose αt =
1
2
ln((1 + ut)/(1− ut)), where ut is defined in (11).

Update

Dt+1(x
l
i,x

k
j ) =

1

Zt

Dt(x
l
i,x

k
j ) exp(−αt(ht(x

k
j )− ht(x

l
i))),

where

Zt =
∑

0≤l<k≤L−1

|Sl|∑
i=1

|Sk|∑
j=1

Dt(x
l
i,x

k
j ) exp(−αt(ht(x

k
j )− ht(x

l
i))).

end for

Output the final ranking function f(x) =
∑T

t=1 αtht(x).

3. Multipartite Ranking with Encoding and Decoding

In this section, the decomposition of a multipartite ranking problem in-
to multiple bipartite ranking problems and the encoding and the decoding
mechanisms are discussed. When encoding, each rating is encoded as a K -
bit sequence5, where each bit comes from {−1, 0,+1}. Each binary ranker
may be a pointwise or a pairwise ranking function. When decoding, the final

4For the bipartite ranking, Freund et al. [13] gives a more efficient implementation of
RankBoost called RankBoost.B.

5We use the term ‘bit’ to describe the encoding sequence although a bit may be −1.
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ranking score of an instance is a weighted sum of the results of all binary
rankers. The ranking scores will be sorted in a descending order to obtain
the ranking results. RankBoost is used as the base ranker or base learner in
MultiRank.ED. The MultiRank.ED algorithm6 is presented in Algorithm 2.

Algorithm 2 The Multipartite Ranking Algorithm with Encoding and De-
coding

Input all pairs {(xl
i,x

k
j )|0 ≤ l < k ≤ L− 1, 1 ≤ i ≤ |Sl|, 1 ≤ j ≤ |Sk|}.

Encoding: encode each rating with a K-bit code (see subsection 3.1).
for k = 1, 2, · · · , K do
Train ranker gk(x) with the k-th column of the encoding matrix using
all instances.
Decoding: determine the weighting function wk(x) (see subsection 3.2).

end for

Output the final ranking function H(x) =
∑K

k=1wk(x)gk(x).

3.1. Encoding

In this subsection, the encoding mechanism used in the training algorithm
is described. Given a set of L ratings to be learned for an L-partite problem,
the dataset is partitioned into L subsets. A codeword is an encoding matrix
ML×K , where Mlk ∈ {−1, 0,+1} for 0 ≤ l ≤ L − 1 and 1 ≤ k ≤ K. Row
l of ML×K corresponds to the rating l and column k corresponds to the
dichotomizer gk. A dichotomizer is like a binary classifier in classification.
Informally, a bipartite ranker is introduced into a machine-learned ranking
algorithm as a dichotomizer. Two encoding mechanisms, binary encoding
and ternary encoding, are discussed in the following.

3.1.1. Binary Encoding

Binary encoding is used for the one-vs-all strategy [28] in multi-class
classification, where each dichotomizer is built to distinguish one class from
the rest. Each rating in an L-partite ranking problem is extended to a vector
with K = L − 1 dimensions. Formally, a rating l, for 0 ≤ l ≤ L − 1, is

6Note that H(x) instead of f(x) is used to denote the final ranking function in Algo-
rithm 2 to emphasize that it is a weighted sum of the binary rankers.
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encoded to a vector rl by comparing l with each 1 ≤ k ≤ L− 1 as defined in
the following

Mlk =

{
−1, l < k
+1, l ≥ k.

(12)

g1 g2 g3

r3

r2

r1

r0

Figure 1: Binary encoding design for a problem with L = 4 ratings (white: −1, black:
+1)

Figure 1 illustrates the binary encoding design with dichotomizers g1, g2
and g3 for a problem with L = 4 ratings. The ranking algorithm sequentially
executes the dichotomizers g1, g2 and g3. For each dichotomizer, the rating
of the instance is +1 or −1. More formally, each dichotomizer is a bipartite
ranker. Given an observation with a rating l, the dichotomizer g1 determines
whether l > 0 is true. If yes, then g2 determines whether l > 1 is true, and
so on. The F&H method [29] uses this encoding mechanism to implement
ordinal regression. Instead of the pointwise model used in the F&H method,
pairwise models (RankBoost) are used in this study. In practice, pairwise
models often perform better than pointwise models.

3.1.2. Ternary Encoding

Ternary encoding corresponds to the one-vs-one strategy [30] and the
sparse random strategy [31] in classification. With the one-vs-one strategy,
each pair of the classes is used to train a two-class model and to construct a
classification function. A code of 0 in the encoding means that a particular
pair of classes is not considered in a given classifier. A K-bit (K is often set
to L− 1) code is used for each pair of ratings.

Column k of the encoding matrix is used for building the dichotomizer gk
using the instances from {Sn}kn=0. An encoding vector rl for the rating l is
defined in a way similar to that in the binary encoding. The element Mlk in
row l for 0 ≤ l ≤ L− 1 and column k for 1 ≤ k ≤ L− 1 is formally defined

11



g1 g2 g3

r3

r2

r1

r0

(a)

g1 g2 g3

r3

r2

r1

r0

(b)

Figure 2: Ternary encoding design for L = 4 ratings (white: −1, black: +1, gray: 0); (a)
Upper triangular encoding: the dichotomizer gk is built using the instances in {Sn}kn=0; (b)
Lower triangular encoding: the dichotomizer gk is built using the instances in {Sn}L−1

n=k−1.

in the following

Mlk =


−1, l < k
+1, l = k
0, l > k.

(13)

With this encoding, the upper triangular elements of the encoding matrix
are all non-zero. The encoding is called the upper triangular encoding.

Alternatively, the dichotomizer gk can also be built using all the instances
from {Sn}L−1

n=k−1. With this encoding, the lower triangular elements of the
encoding matrix are all non-zero, hence, this encoding is called the lower
triangular encoding. The element Mlk in the lower triangular encoding is
defined as

Mlk =


0, l < k − 1
−1, l = k − 1
+1, l > k − 1.

(14)

Both of the ternary encoding mechanisms are depicted in Figure 2. In
Figure 2, the matrix encodes three dichotomizers g1, g2 and g3, for a 4-partite
problem. The white cells represent −1, the black cells represent +1, and the
gray cells represent 0. The gray cells are not considered by the respective
dichotomizer gk.

The Learning by Pairwise Comparison (LPC) [25] can be formulated in
ternary encoding with L(L − 1)/2 bits for each rating. As an example,
Figure 3 shows an encoding with 6 bits when LPC is used to solve a 4-partite
problem. Each dichotomizer gl,k corresponds to a pair of ratings (l, k) such
that 0 ≤ l < k ≤ L − 1 and is built only using the instances with ratings l

12



and k.

g0,1 g0,2 g0,3 g1,2 g1,3 g2,3

r3

r2

r1

r0

Figure 3: Ternary encoding for L = 4 ratings (white: −1, black: +1, gray: 0) in LPC:
Dichotomizer gl,k is built using the instances in Sl and Sk.

3.2. Decoding

In classification, the most frequently used decoding mechanisms are built
on certain distance metrics. Each class has a K -bit encoding vector and each
bit is used for building a classifier (commonly a binary classifier). Given
any input vector x, a K-bit output vector y is obtained by classifying it
with all K classifiers. The instance with input vector x is assigned to the
class whose encoding vector is nearest to the output y, according to some
distance metrics. The classic decoding method for classification are Hamming
decoding [32] for the binary decoding and the loss-based decoding [31] for the
ternary decoding. Error-Correcting Output Codes (ECOC) [28] classifies an
observation to the class whose encoding vector is nearest to the output vector
of the observation in the specific distance metric. For the ranking problem, a
K -bit encoding of the ratings builds K dichotomizers and the output vector
with length K can be obtained for any input x. However, the objective of
the decoding mechanism is to fuse the outputs of multiple dichotomizers into
a final ranking score instead of predicting the class membership. Hence, the
decoding process is to determine the weights of the dichotomizers.

Recall that the training dataset S includes L subsets {Sl} for 0 ≤ l ≤
L − 1, according to the ratings of the instances. Inspired by McRank [8]
where the ranking algorithm fused the posterior probability of an instance
conditioned on the class label into a score value, we define the scoring function
H(x) as

H(x) =
K∑
k=1

wk(x)gk(x), (15)

where wk(x) represents the weighting function of the dichotomizer gk(x) for
the instance x ∈ S. The instances are then sorted in the descending order

13



of H(x) after they are computed for all instances. The F&H method [29]
sets wk(x) = 1, independent of the index k and the instance x. The com-
putational results [8] show that obviously slightly better results are obtained
with wk(x) = k than with wk(x) = 1 if predefined weights are used. A
property of (15) is that a linear transformation of the scoring function H(x),
i.e., multiplying it by a positive constant or adding a constant to it, will not
change the ranking results.

An adaptive weighting function measuring the abilities of the dichotomiz-
ers appears to be more intuitive than the predefined weighting function. For
each dichotomizer, the NDCG of the three-holdout validation result, instead
of one of the three-crossfold validation results, is used as the adaptive weight,
i.e., wk(x). The use of the three-fold holdout validation result is for the pur-
pose of saving running time. In the F&H method [29], wk(x) = 1 is empiri-
cally determined. LPC [25] trains a separate ranker gl,k(x) on the instances
with the ratings l and k for 0 ≤ l < k ≤ L− 1 and the prior probability plpk
of the pair is used as the weights for the scoring function H(x)

H(x) =
∑

0≤l<k≤L−1

plpkgl,k(x), (16)

where pk is the probability of the k -th ranker estimated by the relative fre-
quency in the training data.

3.3. Discussions

From (10), it can be noticed that the model ht(x) in RankBoost is in the
interval [0, 1]. To facilitate the discussion, the output of ht(x) from the k -th
dichotomizer gk(x) is represented by hk,t(x) for 1 ≤ k ≤ K and 1 ≤ t ≤ T .
The posterior probability that the rating of the instance x is k represented
by p(k|x) is obtained by normalizing hk,t(x) (also see (9))

p(k|x) =
∑T

t=1 αk,thk,t(x)∑T
t=1 αk,t

, (17)

where αk,t is a weight corresponding to the t-th weak ranker of the di-
chotomizer gk(x).

Because
∑L−1

k=0 p(k|x) = 1 with K = L−1, a large value of p(k|x) implies
small values of p(k′|x) for k′ ̸= k. In fact, the posterior probabilities p(k′|x)
are determined by the different dichotomizers gk′(x), for 1 ≤ k′ ≤ K, that
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are independent of each other. After adding the constraints
∑L−1

k=0 p(k|x) = 1
and wk(x) = k, the scoring function H(x) in (15) can be rewritten as

H(x) =
L−1∑
k=1

kp(k|x) =
L−1∑
k=0

kp(k|x). (18)

In the decoding mechanism, the weighting function wk(x) = k can be
explained in the framework of regression analysis [33]. A loss Ω(H(x), l) is
incurred when the specific output H(x) is produced from the input x with
a rating l. The expected loss E(H) is given by

E(H) =

∫ ∫
Ω(H(x), l)p(x, l)dxdl, (19)

where p(x, l) is the joint density function on the instance x with a rating l.
When the loss function is the squared loss given by Ω(H(x), l) = (H(x)−l)2,
the expected loss can be written as

E(H) =

∫ ∫
(H(x)− l)2p(x, l)dxdl. (20)

By calculus of variations, the following is obtained

H(x) =

∫
lp(l|x)dl = El(l|x), (21)

where El(l|x) is the conditional expectation of l conditioned on x. Obviously
H(x) in (18) is related to that in (21) in the case of the discrete variable l.
It can be seen that MultiRank.ED approximates the rating by combining
multiple rankers using the weighting function wk(x) = k.

As for wk(x) = 1, p(k|x) in (17) is rescaled to the range [0, L − 1] by
multiplying it by L − 1. Hence, each dichotomizer gives a rating to the in-
stance x and the final result H(x) is the weighted average of L − 1 ratings
given by all L− 1 dichotomizers. However, different dichotomizers have dif-
ferent rating capabilities and, hence, should be assigned different weights [8].
The adaptive weighting approach estimates the rating capabilities of the di-
chotomizers based on the NDCGs given by the dichotomizer on the hold-out
dataset. Hence, only the results with wk(x) = k are reported for the prede-
fined weighting and the adaptive weighting approaches in the experiments of
this study.
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The encoding strategy tries to estimate the posterior probability p(k|x).
Intuitively, the more information is used from the data, the more precise
the estimation is. It is likely that MultiRank.ED with the binary encoding
performs better than with the ternary encodings because it builds the ranking
functions to approximate the posterior probability p(k|x) on all instances.
The better performance is evidenced by the results of the computational
experiments of this study.

4. Experiments

In the computational experiments, the performance of the proposed Mul-
tiRank.ED is compared with that of Bagging + C4.5 under different condi-
tions for the estimation of the web content quality. Furthermore, different
parameter settings in MultiRank.ED are explored to demonstrate the robust-
ness of the ranking algorithm. As stated earlier, the DC2010 datasets are
used for the computational experiment. The ranking algorithm was imple-
mented in Java. The experiments were performed on a workstation with a
3.2GHZ Intel Xeon processor and 8GB RAM under the Window 7 operat-
ing system. RankBoost is used as the base ranker in MultiRank.ED. For
all results, the number of weak learners in Bagging and RankBoost is set to
T = 100.

4.1. Description of the Datasets

The dataset7 of DC2010 are used for the computational experiments in
this study. Three datasets for three different languages, i.e., English, French
and German, are provided by DC2010. An observation is a website and the
label of the observation is its rating or rank. All observations with labels
in the training set of the English language are used to train the rankers.
Only limited numbers of observations with labels are provided in the training
sets of the French and the German languages to emphasize the cross-lingual
nature of the developed methods. Hence, all the observations with labels of
the English language are included in the French and the German training
sets to make the training sets sufficiently large.

Because of website redirection, there exist duplicate observations with
different ratings in the datasets. For such duplicate observations, only the

7https://dms.sztaki.hu/en/letoltes/ecmlpkdd-2010-discovery-challenge-data-set.
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one with the highest rating is kept in and all others are removed from the
datasets. After the duplicate observations are removed, the English, French
and German training sets have 2113, 2334 and 2238 observations, respective-
ly. As stated above, the observations in the English training set are included
in the French and German training sets. The datasets have ten ratings, i.e.,
L = 10, ranging from 0 to 9. The rating of an observation is an aggregate
measure of genre, trust, factuality, bias, spam, etc. The ratings of the D-
C2010 datasets are more delicate than the LETOR dataset which has only 3
ratings [34].

The organizers of DC2010 provided a different suite of datasets with
known ratings for the observations as validation sets for the participants
to optimize their ranking algorithms. They then provided another suite of
datasets as the test datasets to test the ranking algorithms. The results
of this suite of test sets are reported as the final results for the competi-
tion. Hence, we combine the training set of each language (English, French
and German) with the validation and test sets to obtain six datasets. For
notational convenience, they are denoted as E1, E2, · · · , E6 in Table 1.

Table 1: Description of dataset

Training Validation Test
DataSet Size Symbol Size Symbol Size
English 2,113 E1 131 E2 1,314
French 2,238 E3 138 E4 274
German 2,334 E5 75 E6 234

4.2. Features

All attributes [17] as shown in Figure 4 are used as features to construct
the ranking functions. Four types of multi-scale features, including content-
based features, link-based features, host features and term frequency inverse
document frequency (TFIDF) were extracted from the DC2010 datasets.

The content-based features and link-based features used in this study
are provided by DC2010 [7]. The content features are computed from the
text content of the page. These features include number of words in the
home page, average word length, average length of the title, etc. The link-
based features contain two types of features, i.e., link-based and transformed
link-based features. The link-based features include in-degree, out-degree,
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Figure 4: Flow chart of learning from multi-scale features

PageRank, edge reciprocity, assortativity coefficient, TrustRank, Truncated
PageRank, estimation of supporters, etc. The transformed link-based fea-
tures were found to work better for classification in practice than the raw
link-based features. The transformed features include mostly ratios between
features such as in-degree/PageRank or TrustRank/PageRank, and the log-
arithms of several features.

Link analysis algorithms usually assume that every link represents an
endorsement. That is, if there is a link from page x1 to page x2, then x1

is recommending x2. It is likely that benign nodes tend to link to other
high quality nodes and malicious nodes tend to link to low quality nodes.
Because all hosts are connected in a graph, called the host graph, a series
of host link analysis features can be extracted and used to mine the quality
relations from the topology dependency. These host link analysis features
may include HostRank (the PageRank value of the host), DomainPR (the
rank of the domain related to host h), Truncated PageRank (the length of
path is set to 1, 2, 3, 4) and Adaptive Estimation of Supporters (the number
of iterations is set to 1, 2, 3, 4) [35]. Let ω(u, v) represent the number of
hyperlinks from host u to host v and M(h) the value of any of the above host
link analysis features, then five types of host level features can be extracted
from the host graph as follows

F1(h) = M(h), (22)

F2(h) =

∑
v∈I(h)M(v)

|I(h)|
, (23)
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F3(h) =

∑
v∈O(h)M(v)

|O(h)|
, (24)

F4(h) =

∑
v∈I(h)M(v) ∗ ω(v, h)∑

v∈I(h) ω(v, h)
, (25)

F5(h) =

∑
v∈O(h)M(v) ∗ ω(h, v)∑

v∈O(h) ω(h, v)
, (26)

where I(h) is the set of hosts linked to host h and O(h) is the set of hosts
linked from host h. Finally, we extracted 50 host level link features on host
graph, where each type has 10 features.

Information gain (IG) [36] measures the number of bits of information
obtained for the prediction of the category of a document, i.e., a webpage,
by knowing the presence or absence of a word in it. IG has been proved to
be one of the most effective features for text categorization, statistical spam
filtering and information retrieval, and so on. After computing the document
frequency of each word, the class frequency and the co-occurrence frequency
of each word and each class from the webpage documents, we selected 500
dimensions of TFIDF features [17] with the top information gain values.

The content features, link features, host features and TFIDF features are
summarized in Table 2.

Table 2: Description of multi-scale features

Type Size Description
Content 96 Average word length, average length of the title, etc.
Link 176 Link-based features, transformed link-based features
Host 50 HostRank, Truncated PageRank, etc.
TFIDF 500 Features with the top 500 IG values
Summary 882 Content, Link, Host, TFIDF

4.3. Computational Results and Discussions

For a bipartite ranking problem, the ranker should rank all the obser-
vations with positive labels above those with negative labels in the rank
sequence. The rank problem will become easier and easier when the ratio of
the number of the positive instances over the number of the negative ones
increases. In the extreme case, any permutations will be regarded as cor-
rect when all instances have positive labels. Figure 5 shows the adaptive
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weights wk(x) using the combination of the binary encoding and adaptive
weighting decoding for three different languages. The NDCG measure of
the dichotomizer gk(x) on the holdout set8 is used as the adaptive weight
wk(x). For the binary encoding, the weight wk(x) decreases when the index
k increases.
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Figure 5: In decoding with the adaptive weighting, the weights wk(x) change as the index
k of the dichotomizers gk(x) increases for the ranking tasks of the three languages

Figure 6 gives a comparison between the NDCGs of the predefined and the
adaptive weighting decoding mechanisms using the binary encoding mech-
anism. The NDCGs of the adaptive weighting mechanism are consistently
lower than those of the predefined weighting mechanism for all sets. These
facts are evidences that the predefined weighting mechanism outperforms the
adaptive weighting mechanism.

Figure 7 gives the comparisons of the NDCGs among three encoding
mechanisms under two decoding mechanisms. For both of the predefined
weighting and the adaptive weighting mechanisms, it is clear that the binary
encoding outperforms the ternary encoding. Moreover, the NDCGs of the
lower triangular ternary encoding and the upper triangular ternary encoding

8We holdout 2/3 of the instances in the training set and build the ranking model, then
tested the model on the rest of the instances to obtain a NDCG measure.
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Figure 6: Comparisons of the NDCGs between two decoding mechanisms using the binary
encoding mechanism
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Figure 7: Comparisons of NDCGs among three encoding methods with the two decoding
mechanisms (a) predefined weighting decoding, (b) adaptive weighting decoding
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mechanisms are also compared in Figure 7. It is interesting to see that the
lower triangular ternary encoding is more effective than the upper triangular
ternary encoding for the predefined weighting decoding mechanism and the
opposite is true for the adaptive weighting decoding mechanism.
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Figure 8: Changes in the NDCGs with the number of threshold values
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Figure 9: Performance of MultiRank.ED with the binary encoding and the predefined
weighting decoding mechanisms as the number of weak rankers increases
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Figure 8 shows that the NDCG increases slightly when more threshold
values are given. This fact shows that the algorithm more likely finds an
optimal threshold value if more discrete threshold values are provided.

AdaBoost [37, 38], a classification algorithm, usually does not overfit
the tranining data even when the number of weak classifiers becomes large.
RankBoost can be regarded as the application of AdaBoost to the ranking
problem. Figure 9 shows that the NDCG varies gently and MultiRank.ED
resists overfitting as the number of weak rankers increases. The result is
consistent with that reported in Freund et al. [13].

Table 3 compares the results of Bagging + C4.5 and MultiRank.ED. A
number in parentheses of a column heading represents the number of thresh-
old values θt used by the weak ranker for each attributes9. The third column
without a number in the column heading indicates that a weak ranker s-
elects a candidate threshold value from all attribute values of the training
set. For all results, the number of weak learners is set to T = 100. For
these results, the combination of binary encoding and predefined weighting
decoding mechanisms is used in MultiRank.ED. As the results in the first two
columns show, MultiRank.ED performed better than Bagging + C4.5 for all
test sets except for E2. Bagging + C4.5 obtained the best results among all
submitted reports to DC2010. The last two columns present the results of
MultiRank.ED with different numbers of threshold values.

Table 3: NDCGs of Bagging + C4.5 and MultiRank.ED with the binary encoding and the
predefined weighting decoding mechanisms

dataset Bagging+C4.5 MultiRank.ED MultiRank.ED MultiRank
(100) .ED (1000)

E1 0.9325 0.9442 0.9279 0.9339
E2 0.9378 0.9367 0.9289 0.9322
E3 0.8359 0.8425 0.8430 0.8397
E4 0.8405 0.8411 0.8424 0.8402
E5 0.8620 0.8649 0.8610 0.8657
E6 0.8484 0.8515 0.8515 0.8502

9We use the same number of thresholds for each attribute although the thresholds of
different attributes are possibly set to different values.
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5. Conclusion

In this study, a ranking algorithm, called MultiRank.ED, is developed
for the website content quality evaluation problem using multiple bipartite
pairwise ranking models together with efficient encoding and decoding mech-
anisms. Both binary encoding and ternary encoding mechanisms are present-
ed. For a ranking problem with L ratings, each rating is encoded into an
L−1 dimensional vector. Both predefined weighting and adaptive weighting
mechanisms are used for decoding. The DC2010 datasets containing web
pages in English, French and German languages are used to validate and
test the proposed ranking algorithm. Factors affecting the performance of
the ranking algorithm measured with NDCG, including the number of weak
rankers, the number of the threshold values and the different encoding and
decoding mechanisms, are experimentally tested through computation using
the DC2010 datasets. The computational results show that MultiRank.ED
using the combination of binary encoding and predefined weighting decod-
ing mechanisms outperforms Bagging + C4.5, the winning method of the
DC2010 competition.

The ways of effectively combining multiple ranking sequences may be
explored as a future work. Exploring other weighting strategies for Multi-
Rank.ED is another interesting research direction.
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